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ABSTRACT The automation of systems and the accelerated digital transformations across various industries 

have rendered the manual monitoring of systems difficult. Therefore, the automatic detection of system 

anomalies is essential in diverse industries. Various deep learning-based techniques have been developed for 

anomaly detection in multivariate time-series data with promising performance. However, there are several 

challenges: 1) difficulty in understanding the relationships among time-series data due to their complexity 

and high-dimensionality, 2) limitation in distinguishing anomalies from normal data that exhibit similar 

distributional patterns, and 3) lack of intuitive interpretation of anomaly detection results. To address these 

issues, we propose a novel approach referred to as the time-series to image-transformed adversarial 

autoencoder (T2IAE), which adopts image transformation techniques and convolutional neural network 

(CNN)-based adversarial learning. Image transformation techniques were used to effectively capture the 

local features of adjacent time points. Two CNN-based adversarial autoencoders competitively learned to 

distinguish between normal and abnormal data. We experimentally analyzed five real-world multivariate 

time-series datasets, wherein the proposed model achieved superior anomaly detection performance 

compared with state-of-the-art methods. Moreover, the proposed model enables humans to intuitively 

interpret the detection results, facilitating appropriate explanations of the results and enhancing the model's 

usability. 

INDEX TERMS Anomaly Detection, Unsupervised Learning, Multivariate Time-series Data, Image 

Transformation

I. INTRODUCTION 

With the advancement of Industry 4.0 driven by the Internet 

of Things, various industries are automating and digitizing 

their systems [1]. These real-world systems comprise 

several interconnected sensors that generate a significant 

amount of time-series data. Owing to the high-

dimensionality and complexity of sensor data, monitoring 

them manually is becoming increasingly difficult. Therefore, 

approaches that can rapidly and automatically detect 

anomalies and notify human operators have been 

extensively researched, leading to the emergence of 

anomaly detection as a major research area in various 

application domains, such as manufacturing [2], healthcare 

[3], finance [4], security [5], social analysis [6], drug 

development [7], and IoT networks [8, 9]. 

Time-series anomaly detection aim to identify the data 

points that significantly deviate from normal patterns within 

a chronologically ordered dataset. In the case of multivariate 

time series, it is central to model both the interactions 

between variables and the effects that occur over time. 

Anomalous time-series data are infrequent and costly to 

label due to the diverse manifestations of anomalies, such as 

unpredictable fluctuations, missing data, and seasonal 

variations.  Therefore, anomaly detection in time-series data 

often uses unsupervised learning, wherein models are 

trained solely on normal data. Traditional unsupervised 

learning approaches include distance-based methods, such 

as the local outlier factor [10] and K-nearest neighbors [11]; 

density-based methods such as the density-based spatial 

clustering of applications with noise [12] and ordering 

points to identify the clustering structure [13]; and 

clustering-based methods such as K-means [14]. However, 

these approaches exhibit poor performance and require high 

computational costs when handling high-dimensional 



                                             

 

complex data, rendering their application to real-world 

multivariate time-series data difficult. 

In recent years, various deep learning-based 

techniques have been proposed for the detection of 

anomalies in multivariate time-series data. These 

techniques employ architectures such as autoencoders 

(AEs) [15], recurrent neural networks (RNNs) [16], long 

short-term memory (LSTM)-based approaches [17], 

variational autoencoders (VAEs) [18], graph neural 

networks [19], generative adversarial networks (GANs) 

[20], and hybrid approaches [21, 22]. The most crucial 

aspect of a well-established time series anomaly 

detection model is its ability to accurately identify 

anomalies. To achieve this factor, it is essential to 

precisely capture inter-variable and temporal 

dependencies. Also, the interpretability of the detected 

anomalies is another important factor. If the model can 

provide human-recognizable explanations for anomalies, 

it can aid in detecting, explaining, and preventing them, 

thus enhancing its applicability in real-world scenarios. 

Although recent advanced deep learning models 

demonstrate promising performance for anomaly 

detection, several challenges remain unaddressed. 

The main challenges in multivariate time-series 

anomaly detection include the high-dimensionality of the 

series and the presence of anomalies that closely 

resemble normal patterns. Time-series data often exhibit 

intricate relationships between different variables, 

making them difficult to learn, particularly in high-

dimensional contexts. This inherent complexity impedes 

the accurate identification of anomalies. Additionally, 

distinguishing anomalies that are similar to normal data 

distributions is challenging. Unsupervised learning 

methods, which are trained exclusively on normal data, 

struggle to detect these subtle anomalies accurately. 

Another significant challenge is the lack of 

interpretability in detected anomalies. Providing an 

intuitive explanation for why an observation was 

identified as an anomaly is crucial for assisting human 

operators in troubleshooting and solving real-world 

problems. However, interpretability in multivariate time-

series data is difficult to achieve. Previous deep learning-

based studies, while achieving acceptable performance, 

further complicate the task of making the detection 

process transparent and understandable. 

To address these issues, we propose a novel approach 

referred to as the time-series to image-transformed 

adversarial autoencoder (T2IAE), which utilizes image 

transformation techniques and convolutional neural 

network (CNN)-based adversarial learning. By 

transforming multivariate time-series data into images, 

our model learns complex relationships through temporal 

and spatial information between variables. Anomalies 

tend to exhibit stronger correlations with adjacent time 

points [23], and the proposed model facilitates learning 

these correlations between consecutive time-series data. 

By employing an adversarial learning approach with two 

AEs, our model effectively captures subtle differences 

between normal data and anomalies. Consequently, the 

active combination of these two approaches precisely 

detects anomalies. Additionally, this model requires less 

computational cost compared to other models by utilizing a 

simple and efficient autoencoder architecture. Moreover, the 

model presents the detection results in a human-

recognizable image format, enabling users to visually 

inspect and intuitively interpret the detected anomalies. The 

effectiveness of the proposed model is demonstrated with 

respect to anomaly detection in time-series data by 

considering five real-world datasets using three image 

transformation techniques. The primary contributions of 

this study can be summarized as follows. 

 We propose T2IAE, a novel approach that learns 

complex spatial–temporal patterns. The proposed 

approach effectively detects anomalies by using images 

that capture subtle changes in temporal information 

within variables and the correlations between variables 

in multivariate time-series data. 

 We performed empirical studies using publicly 

available real-world datasets to evaluate the anomaly 

detection performance of the proposed model. The 

experimental results demonstrate that the developed 

approach outperforms other state-of-the-art methods.  

 The model's effective time-series to image 

transformation enables an intuitive interpretation of 

the results. This allows for clear explanation of the 

detected anomalies, ultimately enhancing the model's 

usability. 

The remainder of this paper is organized as follows. 

Section II briefly discusses the related studies on 

unsupervised anomaly detection using multivariate time-

series data. Section Ⅲ describes the proposed T2IAE 

model in detail. Section Ⅳ introduces the experimental 

environment and settings. Section Ⅴ discusses the 

obtained experimental results and intuitive 

interpretability for evaluating the performance of the 

proposed model. Finally, Section VI summarizes the 

study findings and concludes the paper. 

II. RELATED WORK 

One of the traditional models for unsupervised anomaly 

detection is the Isolation Forest (IF) model [24]. IF 

utilizes randomly generated binary trees to detect 

anomalies based on the degree of isolation of data points. 

Although the model is computationally efficient and easy 

to train, it is sensitive to the distribution of normal data. 

Moreover, its performance varies significantly depending 

on the type of anomaly. A one-class support vector 

machine (OCSVM) is an algorithm that identifies a 

hyperplane that separates normal and abnormal 

univariate data [25]. Although this can be trained with 



                                             

 

relatively fewer data points, it is not suitable for data in 

which the boundary between anomalies and normal data is 

unclear. This algorithm transforms the data into a higher-

dimensional space and identifies a hyperplane that 

maximizes the distance between the transformed and 

original data. Autoregressive integrated moving average 

(ARIMA) is a representative statistical model used for 

time-series forecasting, wherein past values and 

forecasting errors are leveraged to estimate the current 

value [26]. This model combines autoregressive (AR) and 

moving average (MA), and non-stationary data are 

transformed into stationary data via differencing. This 

method effectively captures the characteristics of trends, 

seasonality, and autocorrelation in time-series data. 

However, the model is unsuitable for multivariate time-

series data because it requires multiple hyperparameters 

for AR and MA. 

Deep learning neural networks have gained 

significant attention in recent years owing to their ability 

to capture complex nonlinear relationships in time-series 

data [27]. AEs are neural network models trained to 

condense input data into a lower-dimensional latent space 

and to recreate output data that are highly similar to the 

original input. They can extract important features from 

the data and detect anomalies based on reconstruction 

errors. AE-based models enable distinct distributions at 

each timestamp while capturing temporal dependencies 

within the time-series data [28], [29]. However, these 

models cannot preserve important information present in 

the original data in a lower-dimensional space.  

To compensate for this, the deep autoencoding 

Gaussian mixture model (DAGMM) combines an AE 

with GMM to learn the normal data distribution [21]. This 

method preserves important information in a lower-

dimensional space by maintaining reduced 

dimensionality and reconstruction error characteristics. 

The unsupervised anomaly detection (USAD) model is 

composed of two AEs that utilize adversarial training to 

maximize the reconstruction error between normal and 

abnormal data [30]. However, these two methods do not 

account for the temporal dependency of the sequences.  

SES-AD is another approach to project high-

dimensional time-series into a low-dimensional 

embedding space [31]. This method employs a space-

embedding strategy that first reduces the dimensionality 

of the time series and then calculates the dissimilarity 

between adjacent sub-sequences in this lower-

dimensional space. The dissimilarity vector is 

subsequently processed by an LSTM-based model for 

signal reconstruction and abrupt change point 

identification, followed by a statistical method to detect 

abnormal sub-sequences. While SES-AD effectively 

reduces the dimensionality of multivariate time series to 

identify anomalies, it has limited interpretability, similar 

to the aforementioned models. 

MTAD-GAT utilizes two graph layers, namely, the 

feature- and time-oriented layers. It captures temporal 

dependency within each time series by forecasting a 

single timestamp and reconstructing the entire time series 

[32]. The algorithm OmniAnomaly utilizes a stochastic 

RNN to detect anomalies in multivariate time-series data 

[33]. It focuses on learning robust representations by 

incorporating stochastic variable connections and planar 

normalizing flow techniques. MAD-GAN incorporate an 

LSTM-based GAN architecture to capture the temporal 

dependencies in time-series data [34]. This model uses an 

anomaly score that combines the losses of the generator 

and discriminator of GAN. CAE-M uses a 

characterization network and a memory network to 

consider spatial–temporal dependency in time-series data 

[35]. Although above methods capture the fundamental 

aspects of time-series data, they fail to consider the 

interactions between variables and their significance in 

multivariate time-series data. Additionally, their complex 

model structures lead to high computational costs during 

model training and inference. Furthermore, these 

methods struggle to provide intuitive explanations for 

anomaly detection results. 

Recently, LRRDS utilized time series visualization 

techniques for anomaly detection [36]. LRRDS identifies 

discords in multivariate time series by generating a 

recurrence plot and detecting abrupt changes through 

local recurrence rates. It segments the time series at these 

change points and calculates the dissimilarity between 

sub-sequences to find discords. However, the algorithm 

for determining anomalies or discords relies on statistical 

features, which limits its flexibility. To address this issue 

and enhance both the interpretability and performance of 

the model, we propose a new approach that visualizes the 

time series and then applies a neural network-based 

anomaly detection algorithm. 

III. PROPOSED ARCHITECTURE 

A. PROBLEM DESCRIPTION 

Univariate time-series data (𝜏) contain one variable 

value (𝑥𝑡) at one time point (𝑡): 

τ =  {𝑥1, 𝑥2, … , 𝑥𝑡}. (1) 

The primary objective of the univariate time-series 

analysis is to investigate the correlation, trend, and 

seasonality within the value based on chronological order. 

Unlike univariate time-series data, multivariate time-series 

data comprise multiple variables at each timestep, wherein 

each variable represents a distinct aspect and undergoes a 

change over time. Owing to the high-dimensionality of 

multivariate time-series data and the interactions and 

influences between multiple variables, a more intricate 

analysis is necessary. Therefore, multivariate time-series 

analysis requires an architecture capable of meticulously  



                                             

 

 

FIGURE 1. Overall architecture of the proposed time-series to image-transformed adversarial autoencoder (T2IAE), which comprises three main parts: 

data preprocessing, image transformation, and CNN-based adversarial learning. 

exploring temporal dependencies, interactions, and causal 

relationships among multiple variables. 

B. OVERVIEW OF THE PROPOSED MODEL 

Fig. 1 depicts the overall architecture of the proposed model, 

which comprises three main parts: data preprocessing, image 

transformation, and CNN-based adversarial learning. First, 

the data are normalized and divided into fixed-size window 

sequences. Each window sequence is then transformed into 

an image, which is a variable containing temporal 

information; the window sequence is converted into a three-

dimensional (3D) collection of these images. The image 

collection is trained in two stages using one encoder and two 

decoders. The first stage focuses on training the model to 

accurately reconstruct the original input, whereas the second 

stage trains the model to distinguish between the original 

input and the output of the first stage. These training 

techniques enable the identification of temporal associations, 

interactions, and causal relationships between variables. 

Finally, the reconstruction error between the original input 

and final output is calculated and used as an anomaly score 

for detection.  

C. DATA PREPROCESSING 

In the case of multivariate time-series data, machine learning 

models learn by extracting features from variables. Variables 

with different measurement scales could exhibit a 

disproportionate influence on the analysis, potentially 

introducing bias; this can be addressed using normalization. 

Normalization transforms the numerical variables into a 

common scale while maintaining their relative importance. 

This ensures that each variable exhibits an equal impact on 

the learning process. Normalization can lead to a more stable 

and efficient learning process for the models, resulting in 

better performance. In this study, we used the min–max 

normalization, which scales variables using their minimum 

and maximum values. All variables were transformed within 

a range of 0 to 1, where the minimum and maximum values 

of each variable were 0 and 1, respectively [36]. 

Normalization can be implemented using 

𝑥𝑖̃  =  
(x𝑖 − 𝑚𝑖𝑛(𝑋))

𝑚𝑎𝑥(𝑋) − 𝑚𝑖𝑛(𝑋)
, (2) 

where 𝑥𝑖  ∈ ℝ𝑇 denotes the time series of the i-th value in a 

variable X; and 𝑥𝑖̃ denotes the normalized 𝑥𝑖 .  
Anomalies in the time-series data are highly correlated 

with neighboring time points [23]. Therefore, identifying 

local anomalies in the entire dataset can be difficult. To 

address this issue, the normalized data are divided into fixed-

length window sequences using the sliding window 

algorithm [38]. A window sequence Wt of size k at time t can 

be defined as 

𝑊𝑡 = {𝑥̃𝑡−𝑘+1, … , 𝑥̃𝑡−1, 𝑥̃𝑡}. (3) 

The normalized data can be transformed into a window W 

= {W1, W2, …, WT}. 

D. IMAGE TRANSFORMATION 

We transformed the time-based window sequences 

generated during data preprocessing into images. 
Converting time-series data into images can highlight, 

capture, and compress local features that are dispersed 

over time [39].  

Fig. 2 illustrates the process of transforming a single 

window sequence into images. A single window 

sequence comprises m variables over k consecutive time 

points. Each variable is transformed into an image of size 

𝑘 × 𝑘, resulting in the transformation of a single window 

sequence into an image group of m images. 



                                             

 

 

FIGURE 2. Image transformation of a single window sequence 

We performed a comparison by applying three image 

transformation techniques to the time-series data: 

Gramian angular field (GAF) [40], Markov transition 

field (MTF) [40], and Recurrence plot (RP) [41]. The 

GAF algorithm uses polar coordinates to represent 

temporal correlations between individual points within a 

time series. It retains temporal relationships when 

transforming time-series data into a visual image format 

owing to the incorporation of a polar coordinate-based 

matrix. The polar coordinates of the scaled time series can 

be calculated as follows: 

∅𝑖 = 𝑎𝑟𝑐𝑐𝑜𝑠(𝑥𝑖) , ∀𝑖 ∈ {1, 2, … , 𝑘}. (4) 

The Gramian matrix is then calculated as the cosine of the 

sum of the angles, as indicated in (5). 

𝐺𝐴𝐹 = [

cos(∅1, ∅1) cos(∅1, ∅2)    ⋯    cos(∅1, ∅𝑘)

cos(∅2, ∅1) cos(∅2, ∅2) ⋯ cos(∅2, ∅𝑘)
⋮                       ⋮ ⋱ ⋮

cos(∅𝑘 , ∅1)  cos(∅𝑘 , ∅2) ⋯ cos(∅𝑘 , ∅𝑘)

]. (5) 

MTF represents the transition probabilities of discretized 

time-series data. MTF is constructed by dividing a time-

series dataset X into Q intervals based on its values. The 

time-series data value xi is then assigned to the 

corresponding interval qj (j ∈ [1, Q]). A weighted adjacency 

matrix W of size Q × Q can be constructed along the time 

axis using the first-order Markov chain method, where wi,j 

represents the frequency of transitioning from interval qi to 

interval qj. The Markov transition matrix is constructed by 

normalizing the sum of each column in matrix W to 1. 

During this process, the distribution of X and the time 

dependency are eliminated from W. To overcome this loss of 

information in W, MTF is defined by arranging each 

probability according to its corresponding timestep, as 

follows: 

𝑀𝑇𝐹 =

[
 
 
 
𝑤𝑖𝑗|𝑥1𝜖𝑞𝑖 , 𝑥1𝜖𝑞𝑗     ⋯    𝑤𝑖𝑗|𝑥1𝜖𝑞𝑖 , 𝑥𝑘𝜖𝑞𝑗

𝑤𝑖𝑗|𝑥2𝜖𝑞𝑖 , 𝑥1𝜖𝑞𝑗 ⋯ 𝑤𝑖𝑗|𝑥2𝜖𝑞𝑖 , 𝑥𝑘𝜖𝑞𝑗

⋮ ⋱ ⋮
𝑤𝑖𝑗|𝑥𝑘𝜖𝑞𝑖 , 𝑥1𝜖𝑞𝑗 ⋯ 𝑤𝑖𝑗|𝑥𝑘𝜖𝑞𝑖 , 𝑥𝑘𝜖𝑞𝑗]

 
 
 

. (6) 

The RP searches for the trajectory of an m-dimensional 

phase space by representing the recurrence of data values in 

a two-dimensional space. After obtaining the m-dimensional 

spatial trajectory of the time-series data, a distance matrix is 

constructed using the difference between the m-dimensional  

 
FIGURE 3. Image transformation results of the same time-series data 

trajectory and the distance over time. The RP matrix refers 

to the record of the distance matrix for all combinations. The 

RP matrix Ri,j is a vector composed of time pairs i and j, and 

can be defined as follows: 

𝑅𝑖,𝑗 = 𝜃(𝜀 − ‖𝑥𝑖⃗⃗⃗  − 𝑥𝑗⃗⃗⃗  ‖), (7) 

where 𝜃 denotes the Heaviside function; and ε represents the 

threshold value. 

Fig. 3 depicts the results of the GAF, MTF, and RP 

transformations for the same time-series dataset. We 

observed that the same data were transformed into 

different forms of images depending on each image 

transformation technique. We aimed to analyze and 

compare the contributions of these three widely used 

image transformation techniques to multivariate time-

series data. 

E. CNN-BASED ADVERSARIAL LEARNING 

The transformed 3D images (I) were fed into two-stage AEs 

that performed CNN-based adversarial learning. The two-

stage AE comprised an encoder that condensed the input data 

into a latent vector and two decoders that reconstructed the 

data into a form similar to that of the original images. The 

encoder was designed to be shared between the two decoders 

[30]. The combinations of the encoder with the first and 

second decoders were referred to as AE1 and AE2, 

respectively. 

In the first stage, both AE1 and AE2 performed traditional 

AE learning. The objective is to minimize the reconstruction 

error, which enables the model to generate an output (x') 

similar to the input (x). Reconstruction loss can be defined 

as follows: 

ℒ𝐴𝐸1
= ‖𝐼 − 𝐴𝐸1(𝐼)‖2; 

ℒ𝐴𝐸2
= ‖𝐼 − 𝐴𝐸2(𝐼)‖2. 

(8) 

As AE-based anomaly detection is trained only on 

normal data, it tends to reconstruct anomalous data with a 

low reconstruction error when they closely resemble normal 

data. Therefore, detecting anomalous data using traditional 

AE-based models is difficult. To address this issue, we 

trained AE2 to distinguish between the original input and the 

reconstructed output from AE1 via adversarial learning in the 

second stage. In other words, AE2 was trained to maximize 

the reconstruction error based on adversarial learning. The 

training objectives for each AE can be indicated as  

          



                                             

 

𝑚𝑖𝑛
𝐴𝐸1

𝑚𝑎𝑥
𝐴𝐸2

‖𝐼 − 𝐴𝐸2(𝐴𝐸1(𝐼))‖2.  (9) 

The reconstruction loss for each AE in the second stage can 

be defined as 

ℒ𝐴𝐸1
= +‖𝐼 − 𝐴𝐸2(𝐴𝐸1(𝐼))‖2; 

ℒ𝐴𝐸2
= −‖𝐼 − 𝐴𝐸2(𝐴𝐸1(𝐼))‖2. 

(10) 

We obtained the overall loss function for the model by 

combining (8) and (10) from the two stages, as follows: 

ℒ𝐴𝐸1
=

1

𝑛
‖𝐼 − 𝐴𝐸1(𝐼)‖2 + (1 −

1

𝑛
)‖𝐼 − 𝐴𝐸2(𝐴𝐸1(𝐼))‖2; 

ℒ𝐴𝐸2
=

1

𝑛
‖𝐼 − 𝐴𝐸2(𝐼)‖2 − (1 −

1

𝑛
)‖𝐼 − 𝐴𝐸2(𝐴𝐸1(𝐼))‖2, 

(11) 

where n denotes the number of training epochs. By adding 

1/n and (1−1/n) to the loss function, the model learned to 

focus on AE learning during the first few iterations of 

training and gradually shifted its focus to adversarial 

learning as the training progressed. 

Based on the two trained AEs, the anomaly score for the 

test dataset (𝐼) can be defined as 

𝒮 = α‖𝐼 − 𝐴𝐸1(𝐼)‖2
+ β‖𝐼 − 𝐴𝐸2(𝐴𝐸1(𝐼))‖2

, (12) 

where the coefficients α and β determine the sensitivity 

based on the proportion of reconstruction errors between 

AE1 and AE2. If the anomaly score exceeded a certain 

threshold, we considered the window sequence to be an 

anomaly. As the reconstruction error weight of AE1 

increased, the sensitivity of anomaly detection decreased. 

Consequently, the ratio of true positives (TPs) to false 

positives (FPs) decreased. By contrast, increasing β resulted 

in the model exhibiting high anomaly detection sensitivity, 

thereby increasing the number of both TPs and FPs. The sum 

of α and β was 1, and a tradeoff between FPs and TPs 

occurred according to the weights of the coefficients. 

Fig. 4 illustrates the CNN-based architecture of the 

encoder used for processing the transformed 3D images. The 

decoders are structured in the reverse order of the encoder 

architecture. In this study, the CNN-based architecture 

utilized convolution layers, batch normalization, activation 

functions, max pooling, and dropout for image analysis. The 

arrangement of the layers exhibited a considerable impact on 

the accuracy and efficiency of the model. Batch 

normalization is a key technique that stabilizes the training 

 

FIGURE 4. Convolutional neural network (CNN)-based architecture of 

the encoder for processing three-dimensional (3D) images 

process and improves accuracy. Batch normalization should 

be performed immediately after the convolution layer and 

before the activation function to achieve optimal results [42]. 

Max pooling emphasizes the features within a specific 

region via downsampling [43]. However, applying dropout 

before batch normalization can lead to an unstable analysis; 

therefore, dropouts should be performed after batch 

normalization [44]. In this study, we employed three CNNs 

to extract and analyze the key features of the images. 

IV. EXPERIMENTAL ANALYSIS 

A. DATASETS 

We used five publicly available multivariate time-series 

datasets for our experiments. Table 1 lists the characteristics 

of the datasets. 

 SWaT: The secure water treatment (SWaT) dataset is 

derived from an industrial water treatment plant testbed 

managed by Singapore’s Public Utility Board, which 

represents a scaled-down version of a real-world facility 

[45]. The dataset was collected over 11 consecutive days, 

with seven days captured during normal operational 

conditions and four days recorded during simulated 

attack scenarios. Data were collected every second and 

contained 51 variables. 

 WADI: The dataset for the water distribution (WADI) 

testbed, which is an extension of the SWaT testbed, 

spanned a period of 16 consecutive days, with 14 days of 

data collected during normal operation and 2 days 

recorded under attack scenarios [46]. Test data were 

identified based on an attack scenario. Data were 

collected every second and included 123 variables 

(excluding null variables).  

 SMAP: The soil moisture active passive (SMAP) 

satellite dataset is a publicly available real-world dataset 

labeled by experts from the National Aeronautics and 

Space Administration (NASA) [17]. The dataset 

comprises 55 entities, each with 25 variables.  

 MSL: The Mars science laboratory (MSL) dataset is also 

a real-world dataset collected by NASA [17]. This 

dataset comprises 27 entities, each with 55 variables. 

 SMD:  The server machine dataset (SMD) is a large-scale, 

multivariate time-series dataset collected from a real-

world internet company [33]. This dataset comprises 28 

entities, each with 38 variables. 

TABLE 1. Characteristics of the datasets 

Datasets 
#Variables 
(#Entities) 

#Train #Test Anomalies 

SWaT 51 (1) 496 800 449 919 11.98% 

WADI 123 (1) 1 048 571 172 801 5.99% 

SMAP 25 (55) 135 183 427 617 12.79% 

MSL 55 (27) 58 317 73 729 10.53% 

SMD 38 (28) 708 405 708 420 4.16% 

 



                                             

 

B. BASELINE MODELS 

The effectiveness of the proposed model was evaluated by 

experimentally comparing its performance with the 

following state-of-the-art models in terms of multivariate 

time-series anomaly detection. 

 An AE is a neural network trained to reconstruct its input. 

Here, anomaly detection is achieved by identifying data 

points with reconstruction errors that exceed a predefined 

threshold. [47]. 

 The IF model is an ensemble-based technique that uses 

multiple decision trees. It continuously splits the trees 

and identifies anomalies based on the isolation level of 

each data instance [24]. 

 LSTM-VAE is a reconstruction-based model that 

replaces the feedforward network of the existing variable 

AE with LSTM [29]. 

 DAGMM is a deep autoencoding Gaussian model that 

uses an AE for dimensionality reduction and a GMM for 

density estimation of complex input data [21]. 

 OmniAnomaly combines gated recurrent units with VAE 

and utilizes a stochastic RNN to focus on learning robust 

representations by incorporating planar normalizing flow 

techniques and probabilistic variable connections [33]. 

 USAD is an unsupervised method with two AEs that 

utilizes adversarial training to maximize the 

reconstruction error between normal and abnormal data 

[30]. 

 MTAD-GAT is a reconstruction-based model that learns 

the representation of each univariate time series by 

reconstructing the original input while capturing both 

temporal and spatial dependencies via two parallel GAT 

layers [32]. 

 CAE-M is a jointly optimized model that combines a 

convolutional AE for reconstruction with an attention-

based bidirectional LSTM and an AR model for 

prediction [35]. 

 MAD-GAN is an LSTM-based GAN model that can 

capture temporal dependencies in time-series data. It 

employs an anomaly score derived from the combined 

losses of the generator and discriminator to detect 

anomalies [34]. 

 MSCRED is a model that extracts diverse features of 

system states by generating multi-scale signature 

matrices and processing them using a convolutional 

encoder and decoder [50]. 

 GDN is a model that generates a graph representing the 

relationships between sensors and extracts features from 

that graph using a graph neural network (GNN) [19]. 

C. EXPERIMENTAL SETTINGS 

We implemented the proposed model and the baseline 

models in Python 3.8, PyTorch 2.0.1, and CUDA 12.2. The 

experimental setup utilized a server equipped with an Intel(R) 

Core (TM) i7-6700K CPU @ 4.00 GHz and an NVIDIA 

GeForce RTX 2080Ti graphics card. We used the Adam 

optimizer with a learning rate of 0.0001 and set the batch size 

to 32. The model was trained for 50 epochs and implemented 

early stopping with a patience value of 10. The input data 

were selected as a sequential subset using the sliding window 

algorithm with a window size of 12 for SWAT and WADI, 

and 6 for SMAP, MSL, and SMD datasets. Each kernel size 

of the three convolution layers was 3, the stride was 1, and 

the dropout rate for each CNN was 0.2. Table 2 presents the 

detailed architecture of the encoder and decoder. 

D. EVALUATION METRICS 

We used the precision (P), recall (R), and F1 score (F1) to 

evaluate the anomaly detection performance of the T2IAE. 

𝑃 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
, 𝑅 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
, 𝐹1 =

2𝑃𝑅

𝑃 + 𝑅
, (13) 

where TP denotes the correctly identified anomaly, FP 

indicates the incorrectly identified anomaly as normal, true 

negative (TN) represents the correctly identified normal data, 

and false negative (FN) denotes the incorrectly identified 

abnormal data as normal. 

We evaluated the threshold that exhibited the highest 

performance for each model and considered the detection 

results as anomalies when they exceeded the 

corresponding threshold. As the inputs of the model were 

the images transformed from the window sequences, the 

TABLE 2. Detailed architecture of the encoder and decoder 

(v: variables; w: window size; k: kernel size; s: stride; p: padding; cout: 

output channels; d: dropout rate) 

Module Layer name Layer 

- - Input size= v ⅹ w ⅹ w 

Encoder 

Layer1 

Conv2d 

(k = 3, s = 1, p = 1, cout = [v/2]) 
BatchNorm2d 

ReLU 
Dropout (d = 0.2) 

Maxpool2d 

Layer2 

Conv2d 

 (k = 3, s = 1, p = 1, cout = [v/22]) 
BatchNorm2d 

ReLU 
Dropout (d = 0.2) 

Maxpool2d 

Layer3 

Conv2d 

 (k = 3, s = 1, p = 1, cout = [v/23]) 
BatchNorm2d 

ReLU 

Decoder 

Layer1 

ConvTranspose2d 

(k = 6, s = 1, p = 1, cout = [v/22]) 
BatchNorm2d 

ReLU 
Dropout (d = 0.2) 

Layer2 

ConvTranspose2d 

(k = 6, s = 1, p = 1, cout = [v/2]) 
BatchNorm2d 

ReLU 
Dropout (d = 0.2) 

Layer3 
ConvTranspose2d 

(k = 6, s = 1, p = 1, cout = v) 
Sigmoid 

 



                                             

 

TABLE 3. Anomaly detection results including Precision (P), Recall (R), and F1 score. The best performances are highlighted in bold, and the second-

best performances are underlined.  

Methods 
SWaT    WADI    SMAP   

P R F1  P R F1  P R F1 

AE 0.9801 0.6386 0.7733  0.9940 0.1573 0.2716  0.6790 0.9553 0.7894 

IF 0.9542 0.5837 0.7242  0.3015 0.1688 0.2164  0.5014 0.5114 0.4685 

LSTM-AVE 0.9897 0.6379 0.7758  0.9932 0.1311 0.2316  0.6607 0.8775 0.7682 

DAGMM 0.4695 0.6659 0.5507  0.0750 0.9229 0.1387  0.5611 0.9060 0.7373 

OmniAnomaly 0.9938 0.6463 0.7832  0.9947 0.1327 0.2342  0.6802 0.9381 0.8074 

USAD 0.9965 0.6724 0.8030  0.5028 0.3016 0.3771  0.7317 0.9964 0.8159 

MTAD-GAT 0.9704 0.6913 0.8074  0.2818 0.8012 0.4169  0.7777 0.9883 0.8505 

CAE-M 0.9056 0.8093 0.8548  0.2782 0.7918 0.4117  0.7313 0.9832 0.8387 

MAD-GAN 0.8843 0.7832 0.8307  0.2233 0.9124 0.3588  0.7736 0.9815 0.8491 

MSCRED 0.9969 0.7765 0.8730  0.4503 0.3009 0.3607  0.7869 0.9798 0.8728 

GDN 0.9052 0.8332 0.8677  0.4136 0.3009 0.3484  0.7729 0.9921 0.8689 
     

 
   

 
   

T2IAE-GAF 0.9555 0.7611 0.8473  0.6391 0.6244 0.6316  0.7952 0.9916 0.8826 

T2IAE-RP 0.9937 0.6784 0.8385  0.9532 0.2936 0.4489  0.7960 0.9916 0.8831 

T2IAE-MTF 0.8913 0.8832 0.8872  0.8098 0.3650 0.5032  0.7981 0.9916 0.8844 
            

Methods 
MSL    SMD    Average   

P R F1  P R F1  P R F1 

AE 0.8319 0.9378 0.8817  0.8852 0.5833 0.7032  0.8728 0.6545 0.6838 

IF 0.5481 0.6542 0.5965  0.5938 0.8532 0.5866  0.5660 0.5543 0.5184 

LSTM-AVE 0.8086 0.9352 0.8673  0.8099 0.6483 0.7201  0.8589 0.6460 0.6726 

DAGMM 0.7169 0.9515 0.8177  0.8557 0.7081 0.7749  0.5477 0.8309 0.6039 

OmniAnomaly 0.9132 0.8791 0.8958  0.8507 0.8046 0.8270  0.8922 0.6802 0.7095 

USAD 0.8794 0.9886 0.9308  0.8263 0.7190 0.7690  0.7792 0.7356 0.7392 

MTAD-GAT 0.8878 0.9858 0.9242  0.8230 0.6938 0.7529  0.7481 0.8321 0.7504 

CAE-M 0.8107 0.9858 0.8897  0.7990 0.7034 0.7481  0.7050 0.8547 0.7486 

MAD-GAN 0.9026 0.9624 0.9268  0.8359 0.7144 0.7704  0.7239 0.8708 0.7472 

MSCRED 0.8569 0.9858 0.9169  0.7896 0.6801 0.7308  0.7761 0.7446 0.7508 

GDN 0.8752 0.9626 0.9168  0.8222 0.7199 0.7677  0.7578 0.7617 0.7539 
     

 
   

 
   

T2IAE-GAF 0.9061 0.9892 0.9458  0.8249 0.7501 0.7857  0.7963 0.8233 0.8186 

T2IAE-RP 0.9067 0.9892 0.9462  0.8267 0.7568 0.7903  0.8953 0.7419 0.7814 

T2IAE-MTF 0.9043 0.9892 0.9449  0.8174 0.7394 0.7764  0.8405 0.7937 0.7992 

evaluation metric was applied to each window sequence. 

If one or more anomalies existed in a window sequence, 

the window was considered anomalous. 

V. RESULTS AND DISCUSSION 

A. PRIMARY RESULTS 

We evaluated the performance of the proposed T2IAE for 

anomaly detection using multivariate time-series data by 

comparing it with eleven other models. The proposed 

model used three approaches to convert time-series data 

into images, namely, GAF, MTF, and RP; the 

corresponding models were referred to as T2IAE-GAF, 

T2IAE-MTF, and T2IAE-RP, respectively. Table 3 

presents the anomaly detection performance of T2IAE 

and the other models compared with respect to the SWaT, 

WADI, SMAP, MSL, and SMD datasets. The best F1 

score is indicated in bold and the second-best F1 score 

is underlined for each dataset. We observed that the 

proposed model exhibited superior performance 

compared with most baseline models, thereby validating 

the effectiveness of the approach. T2IAE’s performance 

is only slightly behind OmniAnomaly in SMD dataset.  

The average F1 scores of the T2IAE models for the 

five datasets were 0.8186, 0.7814, and 0.7992 for T2IAE-

GAF, T2IAE-RP, and T2IAE-MTF, respectively. These 

were the best performance scores compared with the 

average F1 scores of the other models. Our models 

achieved the results by capturing not only temporal 

dependencies but also interactions and causal 

relationships between variables via images that 



                                             

 

preserved temporal information. Each variable of the 

multivariate time-series data was transformed into an image 

that preserved the temporal order, enabling the model to 

utilize temporal information. Furthermore, the collection of 

these images enabled the model to exploit spatial 

information. The model can identify the causal relationships 

between variables by integrating the spatial–temporal 

information. IF and DAGMM exhibited the weakest 

performances owing to their failure to incorporate the 

temporal information of the variables into their anomaly 

detection mechanisms. USAD showed limited performance 

despite employing adversarial learning due to its ignorance 

for spatial information. Recently developed models, such 

as MTAD-GAT (0.7504), CAE-M (0.7486), MAD-GAN 

(0.7472), MSCRED (0.7508), and GDN (0.7539), achieved 

better performance than other baseline models by capturing 

dependencies within each time series. However, their 

performance is approximately 10% lower than that of our 

models.  

In the proposed models, the model with GAF showed the 

highest performance. The performance discrepancies among 

image transformation techniques can be attributed to their 

distinct methods of preserving temporal dependencies in 

time-series data. GAF effectively preserves temporal order 

by measuring the changes in the time-series data within a 

polar coordinate system. By contrast, MTF calculates the 

transition probabilities between discrete time-series data 

points, which could lead to some loss of temporal sequence 

information. RP measures the time required to return to a 

previously visited state, limiting its ability to capture long-

term temporal dependencies.  

Next, we compared the computational performance 

of T2IAE with these baseline models that showed 

comparable performances, we measured the time taken by 

each dataset per epoch. For the SMAP, MSL, and SMD 

datasets, which contained multiple entities, we used a 

single entity. Table 4 presents the results of the analysis. 
The proposed models require additional time for image 

transformation of the time-series data. However, these 

models exhibited significantly shorter training times than the 

other models due to their simple neural network 

architectures. In particular, T2IAE-RP reduced the 

training time by up to 50 times compared with MTAD-

GAT with respect to the MSL dataset. MAD-GAN and 

TABLE 4. Training time (in seconds) per epoch with respect to each 
dataset 

Methods SWaT WADI SMAP MSL SMD 

MTAD-GAT 126.76 25.26 19.63 120.74 355.06 

CAE-M 49.56 11.20 7.75 15.67 100.49 

MAD-GAN 429.03 28.61 12.91 9.74 104.11 

MSCRED 158.78 21.81 11.22 24.77 112.73 

GDN 155.61 12.14 11.74 10.09 89.38 

T2IAE-GAF 37.03 12.21 4.72 4.73 23.72 

T2IAE-RP 20.08 9.49 2.10 2.41 13.13 

T2IAE-MTF 27.09 11.29 3.61 3.96 17.55 

 

FIGURE 5. Comparison of the relationship between neural network size 

(# of trainable parameters) and performance (F1 score) of deep learning 

models in the MSL dataset 

MSCRED employ more complex LSTM networks 

compared to basic neural network architectures, while 

GDN and MTAD-GAT represent time-series data as 

intricate graph structures. Consequently, these models 

demand a higher computational load. Among image 

transformation techniques, the results confirm that RP has 

lower computational complexity compared to MTF and 

GAF. 

In addition, we investigated the relationship between 

neural network size and model performance. Generally, 

larger networks can potentially achieve higher 

performance according to scaling laws, as they can learn 

more data and express complex relationships. However, 

excessively large neural networks may suffer from 

overfitting on a limited amount of training data [51]. Fig. 

5 illustrates the relationship between the number of 

trainable parameters and F1 scores for deep learning 

models excluding IF on the MSL dataset. This 

simultaneously demonstrated the performance 

improvement with increasing neural network size and the 

performance degradation due to overfitting in MTAD-

GAT with excessively large neural network size. Our 

models achieved superior performance by effectively 

capturing time series characteristics through an 

appropriate increase in neural network size facilitated by 

the transformation of time-series data into images. 

B. INTERPRETABLE ANOMALY DETECTION 

Although transforming time-series data into images offers 

performance advantages, its primary strength lies in its 

superior intuitive interpretability compared with raw time-

series data. This interpretability facilitates an in-depth 

analysis of the anomaly detection results. 

Fig. 6 depicts the reconstruction errors detected for each 

variable to determine the anomaly in the SWaT dataset using 

the T2IAE-MTF model. In the case of normal data, the 

difference between the original and restored data is close to 

zero, whereas the difference is close to one in the case of 

anomalous data. We display 50 of the 51 variables in 

tabular form, where values closer to zero are indicated in  



                                             

 

 

FIGURE 6. Reconstruction errors between original and restored data of the secure water treatment (SWaT) dataset with respect to variables. (a) and 

(b) represent the specific time points for the reconstruction errors of the normal data, (c) and (d) represent the specific time points for the 

reconstruction errors of the abnormal data.

a darker shade and those closer to one are denoted in a 

lighter shade. The name and number of each equipment 

(variable) and the 6-stage SWaT testbed processes are 

described in [48]. We used the same number for each 

piece of equipment as indicated in the figure. 

Figs. 6(a) and 6(b) represent the specific time points for 

the reconstruction errors of the normal data, and Figs. 6(c) 

and 6(d) represent the specific time points for the 

reconstruction errors of the abnormal data1. Although a few 

white dots exist in Figs. 6(a) and 6(b), the anomaly score is 

sufficiently small and insignificant to avoid exceeding a 

certain threshold. By contrast, Figs. 6(c) and 6(d) contain 

several bright images, indicating the detection of anomalous 

data. We consider the details presented in [49] for the 

subsequent analysis here. According to [49], this time point 

is under a cyber-attack caused by Scenario 28. The attack 

involves closing the pump (P302) in the third stage to block 

 
1 The time points are as follows: (a) 2015-12-28 11:57:20; (b) 2015-12-28 13:44:00; (c) 2015-12-31 02:10:40; (d) 2015-12-31 10:10:40 

the inflow to the first tank (T401) in the fourth stage. Fig. 

6(c) depicts the state at the beginning of the anomaly, where 

the restoration errors of the 9th (FIT201) and 18th (FIT301) 

variables are remarkably large. Both variables were 

measured using flow meters, likely because the flow rates in 

stages 2 and 3 changed rapidly when the pump in stage 3 was 

closed. Fig. 6(d) illustrates the situation approximately 8 h 

after the occurrence of the scenario depicted in Fig. 6(c). 

Several additional variables exhibit significant restoration 

errors. In particular, the restoration errors of the sensors after 

stage 4 (Nos. 28, 37–42, 46, and 47) increase significantly. 
These sensors are flow meters or pressure meters that enable 

the identification of equipment malfunctions over time. 

Therefore, based on the T2IAE results, the correlation, 

causality, and other relationships between the variables 

within the anomalous section can be intuitively interpreted. 



                                             

 

 

FIGURE 7. Reconstruction errors between original and restored data of the abnormal data in the water distribution (WADI) dataset with respect to 

variables  

Figs. 7(a) and 7(b) depict the specific time points for the 

reconstruction errors of the abnormal data 2 in the WADI 

dataset. Similar to Fig. 6, the variables with anomalies are 

displayed brightly because of the significant difference 

between the original and reconstructed data. Fig. 7(a) 

indicates that when the attack turns off the 6th variable in the 

upper-left corner (1_FIT_001), which is a flow indication 

transmitter, the reconstruction error of that variable increases 

rapidly. This attack causes the chemical dosing pump to 

operate.  In Fig. 7(b), the first, third, and fourth variables in 

the upper-left corner are highlighted. These variables are 

derived from sensors that analyze water quality (1_AIT_001, 

1_AIT_003, and 1_AIT_004). Based on these findings, we 

inferred that an issue existed with the water quality. This 

implies that visualizing and reconstructing multivariate 

time-series data offers a detailed explanation and enables an 

intuitive understanding of the detected results. 

C. HYPERPARAMETER SENSITIVITY ANALYSIS 

We then investigated the effects of varying the T2IAE 

parameters on the model performance. Experiments were 

conducted using the T2IAE-MTF model with the SWaT 

dataset. 

As indicated in (12), more weight is attached to the 

reconstruction of AE1 for a larger sensitivity threshold α, and 

more weight is attached to AE2 for a larger β value. 

Increasing α and decreasing β can reduce the number of FPs 

while minimizing the reduction in the number of TPs [30]. 

To compare the impact of sensitivity threshold variations on 

the proposed model, we performed anomaly detection using 

a single-trained T2IAE-MTF model while adjusting α and β 

 
2 The time points are as follows: (a) 2017-10-17 10:26:00; (b) 2017-10-17 10:34:00; where the attack occurred for 9 m and 50 s from 2017-10-17 

10:24:10  

in increments of 0.2 without re-training with the SWaT 

dataset. As indicated in Table 5, increasing the value of α 

leads to an increase in recall (R), and the number of FNs 

decreases more than the number of TPs. These findings are 

consistent with those of USAD [30]. As β increases, 

precision (P) also increases, and the number of TPs increases 

more than the number of FPs. This enables data handlers to 

prioritize either FN reduction or TP increase by adjusting the 

sensitivity according to their preferences. 

Subsequently, we examined the performance of the 

proposed model with changes in the window size. 

Determining the optimal window size is crucial because it 

significantly affects the model performance. Fig. 8(a) 

illustrates the results of seven different window sizes, W ∈ 

[6, 12, 24, 36, 48, 60, 72], indicating that the best F1 score is 

obtained for a window size of 12. The F1 score reduced 

continuously when the window size exceeded 12, indicating 

TABLE 5. Results of anomaly detection obtained with different 
sensitivity thresholds for the SWaT dataset. 

P R F1 α β 

0.9797 0.7653 0.8593 0.0 1.0 

0.9786 0.7653 0.8589 0.2 0.8 

0.9508 0.8004 0.8691 0.4 0.6 

0.9530 0.8004 0.8702 0.6 0.4 

0.9342 0.8226 0.8748 0.8 0.2 

0.8913 0.8832 0.8872 1.0 0.0 

 



                                             

 

 

FIGURE 8. F1 scores with respect to the a) window size, b) dropout rate, and c) training dataset ratio in the secure water treatment (SWaT) dataset 

a decline in model performance. Larger images were created 

using a larger window size to train the T2IAE model. Images 

with large window sizes tended to capture the correlation 

between adjacent time points inadequately because they had 

to capture the relationships between distant points within the 

image. However, the proposed model using images with a 

window size of 12 adequately captured important 

correlations between adjacent time points. 

Dropout can prevent overfitting and improve 

performance by reducing the co-adaptation among pixels in 

the image data [52]. Therefore, we evaluated the 

performance of the proposed model using different dropout 

rates. Fig. 8(b) presents the results for five dropout rates, D 

∈ [0%, 20%, 40%, 60%, 80%]. The F1 score was the highest 

(0.8872) at a dropout rate of 20%. This indicates that the 

dropout layer improved the model performance. However, 

excessively high dropout rates can deteriorate the model 

performance to an even worse state than when no dropout 

layer is used. Therefore, determining the dropout rate that 

yields the best results is crucial because simply 

implementing a dropout layer does not ensure an improved 

performance. 

Finally, we investigated the impact of the training dataset 

size on the detection performance. Fig. 8(c) illustrates the 

results for five different training dataset ratios, T ∈ [20%, 

40%, 60%, 80%, 100%]. Here, 100% of the training dataset 

refers to the entire training data existing in Table 1, whereas 

80% represents the dataset that excludes the final 20% from 

the entire training dataset. We observed that the performance 

of the proposed model improved steadily as the amount of 

training data increased. In other words, the variance and bias 

decreased with the increase in the amount of data, thereby 

improving the model performance. 

VI. CONCLUSION 

In this study, we propose a novel time-series to image-

transformed anomaly detection method that adopts three 

image transformation techniques and CNN-based adversarial 

learning. The proposed model facilitates the learning of 

correlations between adjacent time-series data variables by 

transforming multivariate time-series data into images. 

Additionally, adversarial learning performed using two 

AEs enables the effective learning of temporal 

characteristics in multivariate time-series data. We 

empirically analyzed five publicly available real-world 

datasets to evaluate the anomaly detection performance of 

the proposed model and determined that it outperformed 

other state-of-the-art methods. Furthermore, the proposed 

model enables humans to intuitively interpret detected 

results of multivariate time-series data, facilitating 

appropriate explanations of the detection results and 

enhancing the model's usability. 

Image transformation for learning is a critical factor 

affecting both performance and interpretability.  Therefore, 

in the future, we will seek ways to improve the image 

transformation techniques to further enhance the detection 

performance of T2IAE. We also aim to enhance our model 

with an attention mechanism for input images, thereby 

creating an optimized framework for multivariate time 

series anomaly detection. 
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